NAVAL POSTGRADUATE SCHOOL
Monterey, California

THESIS

CHANNEL CAT:
A TACTICAL LINK ANALYSIS TOOL

by
Michael Glenn Coleman

September 1997

Thesis Advisor: Lugqi

Approved for public release; distribution is unlimited

19980106 032

DITIC QUALITY INGPECTED 4




" REPORT DOCUMENTATION PAGE Form Approved OMB No. 0704

ublic reporting burden for this collection of information is estimated to average 1 hour per response, including the time for reviewing
instruction, searching existing data sources, gathering and maintaining the data needed, and completing and reviewing the collection of
information. Send comments regarding this burden estimate or any other aspect of this collection of information, including suggestions
or reducing this burden, to Washington headquarters Services, Directorate for Information Operations and Reports, 1215 Jefferson
avis Highway, Suite 1204, Arlington, VA 22202-4302, and to the Office of Management and Budget, Paperwork Reduction Project
(0704-0188) Washington DC 20503.

1. AGENCY USE ONLY (Leave blank) 2. REPORT DATE 3. REPORT TYPE AND DATES COVERED
September 1997 Master’s Thesis

. TITLE AND SUBTITLE CHANNEL CAT: A TACTICAL LINK ANALYSIS TOOL 5. FUNDING NUMBERS

6. AUTHOR(S)
oleman, Michael G.

. PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES) 8. PERFORMING ORGANIZATION
Naval Postgraduate School REPORT NUMBER
Monterey CA 93943-5000
. SPONSORING/MONITORING AGENCY NAME(S) AND ADDRESS(ES) 10. SPONSORING/MONITORING
arine Corps Tactical Systems Support Activity AGENCY REPORT NUMBER
amp Pendleton, California N/A

11. SUPPLEMENTARY NOTES The views expressed in this thesis are those of the author and do not reflect the official policy or
osition of the Department of Defense or the U.S. Government.

12a. DISTRIBUTION/AVAILABILITY STATEMENT Approved for public release; 12b. DISTRIBUTION CODE
istribution is unlimited

13. ABSTRACT (maximum 200 words)

The Tri-Service Tactical (TRI-TAC) standards for tactical data links mandate a terminal data rate of 32,000 bits per second. As
eater demands for data throughput are placed upon tactical networks, it will become imperative that the design of future client/server
architectures do not exceed the capacity of the TRI-TAC networks. This thesis produced an analysis tool, the Channel Capacity Analysis
ool (Channel CAT), designed to provide an automated tool for the anlysis of design decisions in developing client-server software.

The analysis tool, built using the Computer Aided Prototyping System (CAPS), provides designers the ability to input TRI-TAC
hannel parameters and view the results of the simulated channel traffic in graphical format. The size of data, period of transmission,
and channel transmission rate can be set by the user, with the results displayed as a percent utilization of the maximum capacity of the
hannel.

-Designed using fielded equipment specifications, the details of the network mechanisms closely simulate the behavior of the actual
actical links. Testing has shown Channel CAT to be stable and accurate. As a result of this effort, Channel CAT provides software
ngineers an ability to test design decisions for client-server software in a rapid, low-cost manner.

14. SUBJECT TERMS United States Marine Corps, command, control, network, time division 15. NUMBER OF PAGES
ultiplex, links, analysis, modeling, prototyping. 101
16. PRICE CODE
17. SECURITY 18. SECURITY 19. SECURITY 20. LIMITATION OF
CLASSIFICATION OF CLASSIFICATION OF THIS CLASSIFICATION OF ABSTRACT
REPORT PAGE ABSTRACT UL
Unclassified Unclassified Unclassified
NSN 7540-01-280-5500 Standard Form 298 (Rev. 2-89)

Prescribed by ANSI Std. 239-18







Approved for public release; distribution is unlimited

CHANNEL CAT :
A TACTICAL LINK ANALYSIS TOOL

Michael Glenn Coleman

Captain, United States Marine Corps
B.S., United States Naval Academy, 1988

Submitted in partial fulfillment
of the requirements for the degree of

MASTER OF SCIENCE IN COMPUTER SCIENCE
from the

NAVAL POSTGRADUATE SCHOOL
September 1997

Author: W

Mlchae Glenn Coleman

Approved by:

y Z/j 74/2

Michael J. Ho en, Second Reader

Ted Lewis, Chairman
Department of Computer Science







ABSTRACT
The Tri-Service Tactical (TRI-TAC) standards for tactical data links mandate a terminal

data rate of 32,000 bits per second. As greater demands for data throughput are placed
upon tactical networks, it will become imperative that the design of future client/server
architectures do not exceed the capacity of the TRI-TAC networks. This thesis produced
an analysis tool, the Channel Capacity Analysis Tool (Channel CAT), designed to provide
an automated tool for the anlysis of design decisions in developing client-server software.

The analysis tool, built using the Computer Aided Prototyping System (CAPS),
provides designers the ability to input TRI-TAC channel parametersind view the results
of the simulated channel traffic in graphical format. The size of data, period of
transmission, and channel transmission rate can be set by the user, with the results
displayed as a percent utilization of the maximum capacity of the channel.

Designed using fielded equipment specifications, the ‘detai]s of the network
mechanisms closely simulate the behavior of the actual tactical links. Testing has shown
Channel CAT to be stable and accurate. As a result of this effort, Channel CAT provides
software engineers an ability to test design decisions for client-server software in a rapid,

low-cost manner.
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I. INTRODUCTION

A. BACKGROUND

Military communications are in the midst of a major revolution. Digital equipment
and transmission mediums have completely permeated the Department of Defense's (DoD)
command and control (C2) infrastructure. This new capability has enhanced the
warfighting ability of all services by providing more reliable means of transmitting digital
data. As the military C2 systems migrate from stand alone systems with little or no
interoperability to a cohesive network of client-server systems employed in a common
operating environment (COE), greater demands will be placed on the Tri-Service Tactical
Network (TRI-TAC). It is an established fact that any distributed system, particularly
client-server designs, experience degraded performance as a result of distributed query
processing. [ELMA94].
B. MOTIVATION

Client-server architectures are a mature technology and place large bandwidth
requirements on networks. The intelligent and prudent design of client-server processes is
paramount if real-time processing demands are to be supported by the TRI-TAC
backbone. Real-time processing and sharing of data is necessary to ensure accurate and
timely decision making by military commanders. The Persian Gulf War exemplified the
power of being able to collect, process, and act upon information. If TRI-TAC follows

the historical lifecycle for military systems, TRI-TAC will remain as the primary network




system for many years into the future. Due to the wide-spread use of TRI-TAC within
DoD and budget constraints which will inhibit major restructuring of DoD tactical data
systems, the DoD must focus on the assumption that the network currently employed is
our network for the near future.

The future of TRI-TAC as the backbone of the Marine Air Command and Control
System (MACCS) is of specific importance to this thesis. The MACCS is the collection of
commanders, systems, and weapon platforms primarily responsible for execution of all
aspects of the air battle for the United States Marine Corps (USMC). Heavy data traffic
and large data files are normal, existing in the form of electronic mail, file transfers,
intelligence data, operational orders and documents, facsimile traffic, radar data, database
operations, logistics information, military messages, and digital telephone connections.
The main means of transmitting these many and varied types of information is through the
use of TRI-TAC links, interconnected with various sizes of digital switches.

It is, therefore, absolutely imperative that the limited bandwidth available on the
TRI-TAC network be treated as a precious resource. The client-server systems to be
fielded must employ schemes which minimize network traffic. Gone are the days when
military systems can built under the assumption that it is acceptable to transmit large.
pieces of data between systems when only a portion of the data is needed. Systems
designers must either guess at TRI-TAC channel capabilities, spend inordinate amounts of
time computing data to predict the tactical network behavior, or ignore the reality of

limited bandwidth and simply design without regard for the TRI-TAC network



capabilities. Obviously, guessing at and ignoring problems are not optimal methods for
system design. The only acceptable alternative for systems designers is to make
complicated calculations to measure every possible set of parameters. A robust analysis
tool can reduce the time and effort involved in making such calculations and can do so
with guaranteed accuracy.

The designer must consider four system parameters. The TRI-TAC channel speed
is constant in theory, with an upper limit of 32,000 bits per second [MAWT93], but
experience has shown this maximum speed to be often unattainable because of such
factors as terrain, vegetation, and weather. Besides the network maximum speed, the
three other factors which influence a TRI-TAC channel's capacity are the size of the data
being passed over the channel, the frequency of data being added to the channel, and the
distance between the logical processes (computers).

Automated tools are needed to support the design of client-server software for
TRI-TAC systems. Channel Capacity Analysis Tool (Channel CAT) was built to simplify
the complex variety of possible combinations of channel speed, data size, period of
transmission, and distance. Channel CAT, detailed within this thesis, was designed and
built using the United States Naval Postgraduate School's (NPS) Computer Aided
Prototyping System (CAPS). Channel CAT is a model of a single channel on a TRI-TAC
link, allowing the user to vary the data and channel parameters. This tool allows a
client-server module designer the ability to test the feasibility of their proposed

client-server module on an accurately simulated TRI-TAC channel.




The ability to test design decisions on an accurate model is important in identifying
design flaws before the system is fully developed. Because the cost to fix errors increases
as the system is developed further, it is both sound engineering and responsible cost
control to minimize the introduction of errors and identify errors as early as possible in the
development cycle.[BERZ91]

C. SUMMARY OF CHAPTERS

Chapter II provides the pertinent details of the TRI-TAC network. The CAPS
version of Channel CAT is explained in Chapter III. Design decisions are included, as well
as specific information on system decomposition. The testing and validation of Channel
CAT are contained in Chapter IV. Chapter V provides the author's conclusions on this
effort. Three appendices are included. Appendix A contains the Prototype System
Description Language (PSDL) source code for Channel CAT. Appendix B contains both
the Ada source code which was translated from the PSDL code and all Ada packages
written by the author. Appendix C contains the Ada source code for the user interface.

Appendix D contains the test/validation criteria and results for Channel CAT.



II. THE TRI-SERVICE TACTICAL NETWORK

A. BACKGROUND

In software engineering, one of the most important steps in providing a software
solution is developing a keen understanding of the real-life issues of the actual problem.
This section provides a cursory explanation of basic time division multiplexing (TDM), the
necessity of using such technology within USMC command and control architectures, and
the basic solution which has been adopted. This information is provided for the readers
with no knowledge of USMC tactical communication needs.

1. Time Division Multiplexing

Multiplexing is an established method for utilizing a single transmission path for
several concurrent connections. Time division multiplexing accomplishes this service by
providing each connection a periodic slice of time during which that connection has sole
use of the entire transmission path. Each connection is part of a circular queue and is
provided sole use of the transmission path during its assigned time slice. This variation of
multiplexing is generally known as upward multiplexing [TANE96].  Figure 1
demonstrates how this multiplexing scheme can be used by two connections to share a
single transmission path.

2. Necessity

The attractive nature of using any multiplexing scheme stems from the ability to

use a single transmission path as a means of providing multiple connections. This reduces




the number of physical connections which need to be made in support of command and

Connection #1
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Connection #2

Figure 1. Upward TDM Example

control systems. The resulting benefits include reduced equipment costs, greater mobility
through less bulk of equipment, fewer links for communications personnel to install,
operate, and maintain, and greater flexibility and response to changing battlespace
operational requirements. As the need to move digital data within the battlefield increases,
multiplexing systems have become vital in providing a backbone for the command and
control system.

Every facet of the Marine Corps command and control structure, including
administration, intelligence, operations, logistics, planning, and communications, has some
reliance on information technology. When properly designed and managed, information

technology can be a potent force multiplier.



3. Solution

The United States Marine Corps used analog Frequency Division Multiplexing
systems in earlier data transmission systems. Such systems are best used only for analog
data such as voice communications. The introduction of digital data from computers,
faxes, and other terminal equipment throughout all the armed services led to a joint effort
to establish a set of standards for digital TDM and interoperability between the services.
The network which sprang forth from this effort is now historically known as the
Tri-Service Tactical Network (TRI-TAC).

TRI-TAC equipment has been fielded and is used in Marine Corps units ranging in
size from Marine Expeditionary Forces commanded by either 2 or 3 star generals down to
operational battalions commanded by Lieutenant Colonels. TRI-TAC equipment is
ruggedized, weather resistant, and easily transported. An obvious premium has been
placed on flexibility and reliability of the systems as part of a command control system.
The ability to utilize digital signals for the transmission of digital data has caused sweeping
changes in the Marine Corps command and control systems. More information of greater
accuracy can be assimilated in a shorter period of time, greatly reducing the time of the
decision cycle of commanders. |
B. SPECIFICATIONS

TRI-TAC standards are specified in elaborate detail.[MAIN91] For the purpose of
this discussion, the pertinent details are those concerning network data rates and error

rates.




1. Data Rate

TRI-TAC standards prescribe a data rate of 32,000 bits per second (bps) as the
maximum achievable speed for each channel in the multiplexed link. The standards do
address the use of much greater and much lesser speeds, but 32,000 bps was established as
the inter-service speed as a means of ensuring a level of interoperability.

By today's standards, 32,000 bps is not fast. The average household telephone line
can support data rates up to 64,000 bps. Emerging network technologies are utilizing
network speeds at 1 gigabit per second, rougly 30,000 times faster than TRI-TAC. It
should be remembered that this standard is meant to span commands from the national and
allied level to front-line units, where hostile fire and weather conditions often prohibit the
use of delicate network equipment needed to achieve high network speeds.

2. Error Rates

Any mlhtary command and control system is subject to degradation from many
sources. Some degradation is caused by environmental factors, such as rain, snow, sand

storms, vegetation, and solar flares. Other problems result from rugged use of the

equipment. Finally, software errors can result in decreased throughput. In military
communications, any link which achieves a bit error rate not exceeding 1 error per 10
million bits is of good quality. This does not mean that all military links are of such good
quality. Often, the operational demands require command and control systems be
employed in a less than ideal manner, thereby resulting in partially degraded systems. As

the bit error rates rise from such factors, error correcting protocols initiate retransmission
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of lost data. The realized throughput of the links decreases, impacting the speed of the
command and control cycle.  The sofiware designer of client-server modules for the
military environment must consider such degradation of channel speed as normal. What
results from such a conclusion is a lack of a guaranteed speed which will always be
available for the links. The software designer now must be heavily concerﬁed with
minimizing the amount of bandwidth used by client-server modules.
C. CHAPTER SUMMARY

TDM has provided military organizations the capability to move digital
information around the battlefield. The United States Marine Corps, in conjunction with
the other armed services, now uses the TRI-TAC network system to support command
and control architectures. TRI-TAC standards call for a data rate of 32,000 bps, but this
often proves to be unattainable due to various factors. The software designer is faced
with developing usable client-server modules which both accomplish the desired tasks and

minimize the bandwidth used while doing so.







HI. CHANNEL CAT DESIGN AND USE

A. COMPUTER AIDED PROTOTYPING SYSTEM

1. Overview

Channel CAT was designed and built using the Computer Aided Prototyping
System (CAPS). CAPS was developed at the United States Naval Postgraduate School
(NPS) Computer Science Department by the CAPS development team. Designed as a
Computer Aided Software Engineering (CASE) tool, CAPS is used to build prototypes of
real-time systems. CAPS is a complete development environment, incorporating graphical
system decomposition and design, interface design and integration, real-time scheduling,
feasibility checking and enforcement, compiler support, and reuse support via a software
base. All the support is accessed through a single user interface.

2. Prototyping Process

Prototyping is widely recognized as an extremely useful method for refining
requirements of proposed systems. The prototyping process is iterative. Initial
requirements are used to design a prototype system, which is demonstrated to the
customer. Based on the performance of the prototype, the customer validates the
prototype. If considered valid, construction of a production system may proceed.
However, if the user has found the performance of the prototype to be unsuitable, the
problems can be addressed by refining the requirements used to build the prototype. The

cycle continues until the customer has been provided a prototype which is considered by
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them to be valid. With proper software tools, the prototyping cycle can be completed
quite rapidly and at a cost below building actual systems. As discussed earlier, many of
the errors resident in a fielded system are introduced at the requirements analysis stage.
Prototyping cycles can be used to eliminate many errors in the requirements analysis.
3. Prototype System Description Language
This section provides background information and details on several aspects of the

CAPS design representation that were used in the design of Channel CAT. [LUQI97]

a. Operators

Operators are drawn by the designer in the CAPS graphical editor as either
circles or rectangles. Rectangles represent simulations of external systems. Circles
represent the proposed software components. Each operator is assigned a unique name
and can be provided a Maximum Execution Time (MET) from within the graphical editor.
Operators can be decomposed by the designer. Such operators are shown as double
circles and are called composite operators. Any operator which is not decomposed is
called an atomic operator and will be eventually implemented in the Ada prongng
langliage. Operators which output a value based solely on a set of input values are called
functions. An operator whose output is completely or partially based on one or more state
variables is called a state machine.

b. Streams

Streams represent communication and are used to connect operators. Two

types of streams are possible. Sampled streams are those streams which act as the
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equivalent of a programming variable. Data flow streams are any streams which have a
consuming operator which "fires" on every occurrenceof data on the stream and removes
each occurrence after it is read.

c Types

CAPS has robust facilities for the management of abstract data types
defined by the user. All such types can be implemented in Ada.

d. Timing Constraints

Timing is the major obstacle in understanding and modeling a proposed
real-time software system. CAPS provides strong mechanisms for the establishment and
enforcement of timing constraints. Any operators which are given timing constraints are
considered as time critical and are given scripted, static scheduling priority by CAPS.
Certain timing constraints can be used to modify the behavior of an operator, based on
whether the operator is to be a periodic or sporadic operator. Periodic operators are
assigned a Maximum Execution Time (MET) and a Period (P). They can also be assigned
a Finish Within (FW) time constraint. The MET is the block of CPU time to be scheduled
for the execution of the operator. The Period is used to control how often the operator
executes. FW is used to enforce completion of execution within all or some of the period. .

e Triggers

CAPS has two types of triggers, which restrict the conditions under which
an operator can fire. The "BY ALL" triggers can be assigned to an operator when it is

desired that when, for every stream listed in the triggering set, new data is present. This
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does not necessarily mean that every stream entering the operator is listed in the triggering
set, but such an arrangement is possible. The second type of triggering, "BY SOME", is
similar to "BY ALL" except that new data need only arrive on at least one of the streams
listed in the triggering set to fire the related operator.

f Execution Guards

Execution guards are another means of regulating the execution of an
operator. These guards are conditional statements which are evaluated based on data
received from any one or more of the streams or state variables. In the instance where the
execution guard condition is not satisfied, the operator does not execute, but the data
present on the streams is still consumed.

g State Variables

State variables are important for ensuring the CAPS graph of the
prototyped system is a directed acyclic graph (DAG), as any cycle will prevent the static
scheduler in CAPS from finding a feasible schedule. This mandates there be no possible
cycles, intentional or otherwise. If such a cyc-:le is present, a state variable can be declared
in the editor, using the same name as one of the streams associated with the cycle. CAPS
then considers the cycle broken, essentially removing the stream from the graph for
scheduling purposes.
B. ASSUMPTIONS

The development of Channel CAT required a clear understanding of the USMC

TRI-TAC network system and knowledge of which aspects of the TRI-TAC system are
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pertinent to client-server software design. One of the most clarifying assumptions the

author made was to recognize the independence of format and content from channel
throughput. Such a decision is not totally realistic, as certain data associated with certain
applications may produce better or worse throughput. The assumption of performance
independence from format and content was made to provide a more pure measurement of
channel performance by ignoring any enhancements or faults in the actual software
applications and to maintain the focus of Channel CAT on the physical layer of the
TRI-TAC network.

TDM links mandate a fixed maximum packet size. This activity was not modeled.
The disassembly and reassembly of packets can clearly be seen as having no significant
effect on the actual movement of data elements over a channel, particularly when the
limiting factor in channel performance is the channel's data rate.

The final choice which was made was to model the TRI-TAC channel in a simplex
mode only. Channel CAT's goal is to provide a tool for measuring the ability of a
TRI-TAC channel to push a certain data size, at a certain period, at a certain speed. The
activities associated with duplex channel operations are heavily dependent on the behavior
of the parent software applications and are, for this reason, ignored in Channel CAT.
C. SYSTEM DECOMPOSITION

This section details the elements of an actual TRI-TAC TDM channel which were
incorporated into Channel CAT. This is not meant to be an inclusive description of TDM,

but it meant to give perspective on certain important elements within the TRI-TAC

15




network and how they were translated into actual implementation within CAPS.
1. Parameters

a. Constant

As discussed earlier, the maximum channel speed of a TRI-TAC channel is
standardized at 32,000 bps, but this has also been shown to be an upper limit which is
rarely achieved. In Channel CAT, the user may set the channel! speed from 1 to 4000
bytes per second (32,000 bits per second).

The granularity of Channel CAT is focused toward providing a usable
interface. In support of such an aim, the manipulation of the modeled channel occurs at
250 ms intervals. Greater precision is possible, but the author contends more precision
does not enhance the value of Channel CAT to the user.

b. Run Time

As discussed in Chapter 1, the parameters which the author incorporated
into Channel CAT are the data size, the period at which.the data is transmitted to the
channel, the distance of the link, and the rate at which the data is physically transmitted
across the channel.

The distance between nodes factor was deleted from the final version of.
Channel CAT becausé of its relative insignificance. In the channel being used to
communicate 1000 bytes of information/data every second, with the channel running at
4000 bytes per second, the entire data portion can be handled in 250 milliseconds. If we

further suppose the physical speed of the transmission medium is 2/3 the speed of light
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(200000 kilometers per second) the relatively small impact of internodal distance is
apparent. Sending the 1000 bytes over a 2 kilometer distance introduces an additional
delay of .01 milliseconds, resulting in a total transmission time of 250.01 milliseconds.
Sending the same data over a distance of 200 kilometers, the delay incurred is only 1
millisecond and the total transmissiontime is now 251 milliseconds. Because the relative
increase in these two cases is only .0004% and .004% of the original total time, the
distance factor was deemed unimportant and was not incorporated into the final version.
Figure 2 is the top-level PSDL decomposition of Channel CAT. Two ,operators
‘USER_INTERFACE AND TRITAC LINK, and five streams, DATA RATE,
DATA_PERIOD, DATA SIZE, START _STOP, and UTILIZATION, are shown in the
graph.

2. User Interface

The user irl‘;erface was divided into two windows, an interactive input panel and a
results panel. The results panel is not interactive, merely providing the user the ability to
monitor the modeled channel.

a. Input Panel
The user_interface operator is not decomposed any further within the

CAPS graphical edit